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Qutline:

| nt roducti on

Revi ew of |saac Asinov’'s Laws of Robotics

Robots: classified as a slave, or four-footed herd
ani mal ? Depends on situation

Revi ew of owner’s liability for slaves and four-footed
herd ani mal s

Exam nation of owner’s liability in three situations:

1. A robot does damage to property due to
i gnorance of a situation.

2. A robot does damage to property
because it has been ordered to do so
by a person who owns neither the
danmaged property nor the robot.

3. A robot does dammge to property in

order to save a person from harm

4. A robot does damage to property in
order to save a person from non-
physi cal harm

Concl usi on: robots can not be classified as either
four-footed herd animals or sl aves, since different

cases have different parallels.
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In the com ng century, there will enmerge a series of |egal
problens relating to the actions of artificially

intelligent agents. Specifically, in the short term the
continued devel opnment of robots will no doubt |ead to new
| egal questions — are owners responsi ble for the actions of
their robots? 1In an attenpt to provide perspective on this
issue, I will exam ne the opinions of roman jurists on the

application of the Lex Aquilia and decisions under the Lex

to cases involving slaves and owned animals. 1In order to
apply opinion to events and technol ogies that are still in
our future, I wll rely on Isaac Asinov's i, robot to

provide a basis for the behavi our of robots.

The robots described in Asinmov's text are autononous
machines with artificially intelligent mnds. Their
behavi our is determ ned not nerely by a strict conputer
program but rather by an initial progranm ng with the
addi ti onal capacity to learn fromtheir experiences. The
ability to | earn adds autonony of the mnd to the autonony
of the body already achieved by providing the nechanics and
ability to regenerate power separate from human contr ol
There are limts to their autonony, however. Asinov

i nposed three absolute rules on the behaviour of robots,

which he called the “Laws of Robotics”. These rules could
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not be overridden by anything a robot |earned, or was

ordered to do. Fromthe preface of i, robot:
1 — Arobot may not injure a human bei ng,
or, through inaction, allow a human bei ng
to cone to harm
2 — A robot nust obey the orders given it
by human bei ngs except where such orders
woul d conflict with the First Law.
3 — A robot nust protect its own
exi stence as | ong as such protection does
not conflict with the First or Second Law.
These | aws formthe basis of the behaviour of robots — even
a damaged robot would find it mechanically inpossible to

violate them

The bal ance of this paper will be dedicated to the
exam nation of juristic opinion on matters that parallel

potential situations involving robots.

It is tenpting to draw an absol ute parallel between robots
and other owned living entities. The Roman jurists provide
two sets of liability case law in this matter — one
associated with slaves, the other, with four-footed herd
animals. A purely superficial analysis reveals that an
absolute parallel can be drawn to neither set. Setting
aside the issue of whether entities created by man truly

can be “alive”, it is plain to see that robots can
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phi | osophically be designated neither herd ani mal nor

sl ave. Robots cannot be universally classified as four-
footed herd animals because artificially intelligent robots
have much nore highly devel oped cognitive processing. The
artificially intelligent robots with-which Asinov dealt in
i, robot possess levels of intelligence conparable to, and
even superior to, man. They can also not be classified as
sl aves because of the absolute Iimtations on their actions
(the laws of robotics). Robots do not have the sane range
of actions as slaves, and so, cannot fully neet any set of
criteria that could be developed to classify a slave.

Cl early, an approach conbining the jurists’ opinions on
these two sets of owned-entities nust be taken in order to
gain insight on how their views could be paralleled to

robots.

The conbi ned approach |leads to sone difficulty — it seens
that juristic opinion was that owners were not responsible
for the independent actions of their four-footed herd

ani mal s, but that they were for those of their slaves. On
the liability for independent acts of liability by four-
footed herd aninmals, U pian, in the eighteenth book on the
Edict, wites: “Hence we ask whether there is an action

under the Lex Aquilia if a lunatic inflicts |oss? Pegasus
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denied this; for what cul pa can a person have who is not in
his right mnd? This viewis exactly correct. Therefore
the Aquilian action will fail, just as it fails if a four-
footed animal inflicts loss” (fromcase 35, page 53). On
the issue of responsibility for the actions of one’s
slaves, U pian wites: “The owner is liable in the name of
a slave who slays” (from case 86, page 126). These

seem ngly opposing views can be reconciled by exam ning the
aspects of the two classifications of owned-entities which
nost closely parallel a robot in a given situation. In
order to determ ne an owner’'s responsibility for the
actions of his robots, we shall exanm ne hypothetical
happeni ngs as foll ows:

1. A robot does damage to property due

to ignorance of a situation.

2. A robot does damage to property
because it has been ordered to do so
by a person who owns neither the

damaged property nor the robot.

3. A robot does damage to property in

order to save a person from deat h.
4. A robot does damage to property in

order to save a person from non-

physi cal harm
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(in all of these situations we take “danage” to
be equivalent to “burns, breaks, or rends”)

It is possible for a robot to do damage to property due to
i gnorance. Though the robots in Asinov’'s text are

aut ononmous and artificially intelligent, they sonmetines

| ack sonme of the basic senses that humans enjoy. |If a
robot not equi pped with sight destroys property by wal ki ng
intoit, it would be consistent with juristic opinion to
say that the owner would not be |iable under the Lex, since
“an ani mal cannot have acted wongfully, since it |acks
under st andi ng” (case 96, page 138). This would al so apply
to a robot doing danmage to property it does not recognize
because of limtations of its programm ng (| ack of
under st andi ng) or experience (which would be anal ogous to a
young child, as in case 35, page 53: “the Aquilian action
will fail..if a young child inflicts |oss, the same will be
held”). It is likely that an action on pauperies would be
hel d agai nst the owner of the robot, however, as it would
agai nst the owner of a four-footed herd animl (“an action
derives fromthe Twelve Tables; this statute provided that
ei ther which did harm..be surrendered, or that an

eval uati on of the harm be provided” from case 96, page

138).
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No anount of experience can prevent a robot from follow ng
orders issued to it by humans, since the second | aw of
robotics requires that robots follow orders, and the | aws
of robotics cannot be di sobeyed. The only exception that
may exist to this is if the property the robot is ordered
to damage is a slave, since this could possibly violate the
first law of robotics (this depends on whether the robot
had been programmed to recogni ze sl aves as hunman bei ngs).
Unli ke a slave, robots are required to obey the orders of
all human bei ngs, even those who do not have a |egal right
to issue the order. |If a robot is ordered by soneone ot her
than its owner to danamge property, it is reasonable that
the person issuing the order be responsible for the damage,
and not the owner. This npost closely parallels case 68 on
page 103, where Javol enus’ fourteenth book from Cassius is
guoted: “If a free man inflicted injury by his own hand but
on another’s orders, the action under the Lex Aquilia lies
with the person who ordered, provided he had the right to
conmand”. This situation is anal ogous because the

rel ati onship between a robot owned by soneone other than
the person issuing the order and the issuer of the order is
the sane as that of two free nen — the man orderi ng does
not own the robot, so, to him the robot can be viewed as a

free man. The liability would Iie with the person issuing
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t he order because, though he does not have the legal right
to issue the order, he does have the right to do so under
the laws of robotics, which can be viewed as parallel to

any power structure which gives one free man the right to

i ssue orders to anot her.

A robot is required by the first |law of robotics to act in
order to save a person fromharm (“A robot may not injure a
human being, or, through inaction, allow a human being to
cone to harni). There could arise a situation where a
robot would need to cause danmage to property in order to
act within the requirenments of the first law. For exanpl e,
if a robot were separated froma choking man by a wall
owned by a third party, the robot would break-through the
wall in order to reach the choking person in tine to apply
treatment. In this case, it could be said that it is
within the rights of the individual who is choking to be
saved, and so, the robot did not act wongfully by damagi ng
property in order to save him (“nor does any other statute
puni sh 1 oss which is inflicted without iniuria” in case 26,
page 42). If the choking person was only pretending to be
choki ng, however, with the knowl edge of the robot’s
presence in the next room he would be responsible for the

danmage caused by the robot’s attenpts to save him (parall el
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to case 22, page 36: “There is an action of theft against a
person who held up a red flag and put to flight a herd in
order that it fall into the hands of thieves, so long as he
acted intentionally. But even if he did not act in order
to steal, so dangerous a gane should not go unpuni shed;

t herefore Labeo wites that an in factum action should be
given”). By pretending to choke, he is, by anal ogy,
inciting the robot to act in the sane way someone wai ving a

red flag “put to flight a herd”.

The requirement of the first |law of robotics is not that a
person be faced with nortal danger, but sinply that he not
be allowed to “cone to harni by the inaction of a robot.
Consi der that two people were engaged in an argunment, and
one was about to hurl an insult at the other. The robot,
sensing this, burst through a wall owned by a third party
in order to interrupt the conversation (Asinov does view
psychol ogi cal harm as being an issue for the first |aw
from page 114 of i, robot: “But what kind of harnf? Why-any
kind. Exactly! Any kind! But what about hurt feelings?
What about deflation of one’s ego? What about the blasting
of one’s hopes? |Is that injury? ...Do you suppose that it
doesn’t know anyt hi ng about nental injury? Do you suppose

that if asked a question, it wouldn't give exactly that
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answer that one wants to hear?...1 take it you asked him
whet her Lanni ng had resigned. You wanted to hear that he
had resigned and that’s what Herbie told you.”). So, even
t hough the action taken by the robot in this case was
unreasonabl e (destruction to a third-person’s property to
avoi d enotional harmto another), the robot had no choice
but to cause the damage. It is likely that the owner of
the robot would be spared liability for the damage,
however, since the robot had no control of its actions.
Case 35 (page 53) states that “we ask whether there is an
action under the Lex Aquilia if a lunatic inflicts |oss?
Pegasus denied this; for what cul pa can a person have who
is not in his right mnd? This viewis exactly correct”.
A robot is not “in his right mnd” when it acts by

requi rements of the laws of robotics, since it has no
control over its actions. It is, in effect, tenporarily
insane. Therefore, there is no Aquilian liability for the

owner of the robot in such a situation.

Robots clearly present a unique situation in legal circles
— how best they can be dealt with depends on the situation
in which they find thenselves. Clearly, a robot’s owner

woul d not responsible under the Lex for actions it perforns

out of ignorance, though there is liability for
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i npoveri shment. A robot that acts on the orders of any
person, even those without the legal right to i ssue them
is not acting wongfully, because it has no ability to

di sobey. A robot that damages property in order to save a
choking man is not acting wongfully, because the nman has a
right tolive. |If that man were only pretending to choke,
however, he woul d be responsible for the actions of the
robot. A robot that destroys property to avoid harmof a
person is not responsible for its actions, nor is its
owner, since it has no control over them These issues

wi || no-doubt be presented to | egal theorists and
practitioners quite seriously in the com ng centuries — the
Roman | aws of delict offer interesting parallels from which

they will be able to draw.
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